Abstract
We present an Augmented Reality (AR) system where we immerse the user’s whole body in the virtual scene using a motion capturing (MoCap) suit. The goal is to allow for seamless interaction with the virtual content within the AR environment. We describe an evaluation study of a prototype application featuring an interactive scenario with a virtual agent. The scenario contains two conditions: in one, the agent has access to the full tracking data of the MoCap suit and therefore is aware of the exact actions of the user, while in the second condition, the agent does not get this information. We then report and discuss the differences we were able to detect regarding the users’ perception of the interaction with the agent and give future research directions.
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Introduction
Virtual agents have been widely used in various domains (e.g., training, marketing, video games) to bridge the
communication gap between users and computers. One key issue in this context is the credibility of the virtual agents as real persons. Researchers have investigated various solutions to this issue including high fidelity graphics [11, 8], human-like behaviors [4] and natural interaction between the agent and the user. However, whereas this issue has been thoroughly studied in the field of Virtual Reality (VR), virtual agents are rather new to AR environments [2, 6].

In this paper we argue that one way of enhancing the believability of virtual agents in an AR environment is by empowering their ability to sense the user, and thus increasing the realism of the human-agent interaction. To this end we present an AR system based on our previously developed approach [5] that immerses the user’s whole body in the AR environment and allows for full-body natural interaction. To achieve this, the user wears a MoCap suit (Figure 1). In our case, we chose an inertial MoCap system that does not suffer from occlusion related tracking problems and also offers a higher freedom of movement thanks to an increased tracking range. This system not only handles the AR tracking but it also gives us access to a vast amount of information regarding the user’s movements. The rendering of the virtual content is projected into the user’s view using a see-through head mounted display (HMD).

The developed system allows the user to collaborate with a virtual agent within an AR environment to solve a task. Based on this system, we conducted a user study with 16 participants to measure the impact of our approach on the user experience. In particular, we were interested in whether the agent’s ability to perceive the user’s physical actions and respond with accurate social behaviors enabled by the enhanced MoCap tracking impacts the user’s sense of spatial presence (being in the same space as the virtual agent), social presence (interaction similar to that with another person), social awareness (agent is able to perceive and respond to the user) and the believability of the virtual agent as a real person.

Related Work
Various attempts have been made to populate Augmented Realities with virtual agents. However, the perceptive capabilities of these agents are rather limited. One of the first AR application to use virtual agents was the ALIVE system [10] that allowed the user to interact with a virtual dog using gestures. Anabuki and colleagues [1] presented a virtual agent named Welbo which is able to perceive the user’s position in the environment and react accordingly. Another example was presented by Wiendl and colleagues [13] in form of a Virtual Anatomy Assistant called Ritchie which teaches anatomy of the human body using a real skeleton. While the user is positioning virtual organs using a pointing device, the virtual agent provides verbal feedback on the correctness of the user actions. One key difference between these applications and the system proposed in this paper comes from the limited sensing abilities of the other systems. Our approach enables the virtual agent to know the exact position of the user and her/his joints at any point in time.

The System
Augmented Reality Setup
In order to immerse the user’s full body in the AR environment, we use the Xsens inertial motion capturing suit\(^1\). The suit fulfills two roles. First, it handles the synchronization of the real and virtual environments. While this usually happens with the help of tracking

\(^1\)http://www.xsens.com
markers (e.g. [12]), in our system the user acts as the synchronization point between the two environments. More precisely, the MoCap system computes the exact position and orientation of the user’s head in the real world. This is possible because the MoCap suit not only tracks the skeleton configuration but also its position in the real world relative to a predetermined starting point (translation error $\sim 2\%$). Given the tracking of the user’s head, we synchronize the real and virtual environments by continuously updating the virtual scene’s camera position and orientation with the position and orientation of the user’s head. This allows us to place any object in the virtual world and its position and orientation will be automatically updated to match the user’s perspective, thus generating the AR effect without the need of markers. Figure 2 illustrates how the user perceives an AR environment with a virtual agent.

Figure 2: Illustration of what a user sees when immersed in an AR environment together with a virtual agent.

<table>
<thead>
<tr>
<th>Feedback Class</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>smaller</td>
<td>$d &lt; \frac{d_r}{2}$</td>
</tr>
<tr>
<td>slightly smaller</td>
<td>$d &lt; d_r - 3\text{cm}$ $\land$ $d &gt; \frac{d_r}{2}$</td>
</tr>
<tr>
<td>larger</td>
<td>$d &gt; d_r + 3\text{cm}$</td>
</tr>
<tr>
<td>equal</td>
<td>$d \geq d_r - 3\text{cm}$ $\land$ $d \leq d_r + 3\text{cm}$</td>
</tr>
</tbody>
</table>

Table 1: Feedback classes. $d$ is the current distance between the user’s hands and $d_r$ the requested distance.

Secondly, the MoCap suit also computes accurate positions and orientations (orientation error $< 0.5\text{ deg}$) of 23 joints in the user’s body in real time at 120 Hz. This data can be used to create intuitive interaction modalities with virtual entities within the AR environment.

To simulate binocular vision we render the scene stereoscopically on the HMD, a see-through Vuzix Star 1200, using two different camera positions and frustums, one for each eye. The chosen HMD offers a resolution of $1280 \times 720$ with a diagonal field of view of 23 degrees.

Prototype Application
To test the impact of our approach on users, we developed a prototype application in which the user collaborates with a virtual agent to solve a predefined task. The virtual agent is implemented using the Advanced Agent Animation framework [4] and it is capable of executing both verbal and non-verbal behaviors.

First, the virtual agent instructs the user to position her/his hands at a certain distance apart. After the user repositioned her/his hands, the system computes the distance between them and provides feedback accordingly. For example, if the hands are less than what was requested, the virtual agent will instruct the user to move the hands further apart by using both synthesized speech and non-verbal behavior. This is repeated until the user reaches the requested distance.

In this context, two factors are crucial to generating credible interaction: accurate feedback timing and adequate feedback content. In order to compute when the virtual agent should give the feedback, the system continuously monitors the position of the user’s hands as provided by the MoCap system. More precisely, it computes the deviations of the hand distances measured over the last 200 ms from the average hand distance of the last 1 second. If the average of these deviations exceeds 1 cm, the user is most likely repositioning her/his hands, otherwise, the hands are still. Using this algorithm, we can time the virtual agent’s feedback to occur after the user finishes repositioning the hands (once the hands are still). Small scale pretests suggest that the algorithm has a near perfect accuracy in detecting when the users are repositioning their hands. The second crucial factor is deciding on the feedback content. Table 1 presents the different classes of feedback and the respective triggering conditions regarding the actual distance between the user’s hands $d$ and the requested distance $d_r$. In order to make the interaction less monotone, each feedback class contains multiple predefined utterances from which the system chooses at runtime. Additionally, the agent gazes...
at the user’s hands before performing the chosen utterance and also executes a gesture while the utterance is being spoken.

Evaluation
In order to evaluate the effect of the agent’s perceptive capabilities enabled by the motion capturing system, we performed a user study where we confronted users with two versions of our system. The first version (C1) corresponds to the prototype application presented in the previous section in which the virtual agent is able to perceive the users physical behaviors and to generate corrective multimodal feedback using speech and non-verbal behavior. In the second version (C2) we do not use the data coming from the MoCap suit the user is equipped with. Instead, we generate randomized corrective feedback at predefined time intervals. Additionally, C2 is also limited in terms of the non-verbal behavior shown by the virtual agent. Whereas in C1 the virtual agent would gaze at the hands of the user before performing an utterance and gaze at the user’s head while talking, in C2 the information on the position of the hands and head is not available. This means the virtual agent always looks straight ahead.

Considering how the MoCap component’s enhanced tracking enables more natural behaviors in C1, we expect that the agent comes across as more believable in this condition. The more elaborated gaze behaviors in C1 should also contribute to the users’ impression of interacting with a real person rather than with a computer. Furthermore, we expect the users to feel the agent is more aware of them in C1 than in C2 due to the agent’s attentive gaze behaviors and accurate feedback. Finally, we anticipate an effect on the users’ sense of spatial presence, i.e. they would rather have the impression of sharing the same physical environment with the agent in condition C1 than in condition C2. Based on these considerations, we formulated the following hypotheses:

- (H1) The believability of the virtual agent as a real person is higher in C1 than in C2
- (H2) The interaction with the virtual agent is more similar to an interaction with a human (rather than with a computer) in C1 than in C2
- (H3) Participants will have a stronger impression that the agent is aware of them in C1 than in C2.
- (H4) Participants will experience a greater sense of spatial presence in C1 than in C2.

Procedure and Participants
16 persons, 13 males and 3 females, with an average age of 28.75 took part in the evaluation of our system. Each person participated in both conditions and the order of the conditions was balanced between users. In each condition, the virtual agent asked the participant to perform 3 tasks: position hands 20 cm apart, 60 cm apart and 40 cm apart. After a task has been completed, event marked by the virtual agent uttering the “well done” message, the experimenter switched to the next task. At the same time, the virtual agent changed orientation and the participant was instructed to reposition so as to always face the agent directly. This was done in both conditions to ensure that the participants see the virtual agent from multiple angles, and thus experience the AR effect. Additionally, in order to increase the participants’ sensation of interacting both with virtual and real entities, during the whole interaction, they were instructed to hold a hollow, 120 cm long rod and perform all tasks while holding onto it. This resulted
in them simply sliding their hands on the rod when repositioning them to reach the requested distances.

After each condition, the participants were asked to fill out a questionnaire targeted at the aforementioned hypotheses. Answers to all questions should be given on a 5-point Likert scale ranging from strongly disagree to strongly agree. The questionnaire included items related to believability, social presence, social awareness and spatial presence.

Results and Discussion
A Kolmogorov-Smirnov test revealed that parts of the data extracted from the questionnaires was non-normally distributed. Therefore, we used Wilcoxon signed-rank tests to investigate differences between the answers to our questionnaires from the accurate condition (C1) and the random condition (C2).

We did not find any significant differences for the agent’s believability. Despite the more sophisticated gaze behaviors, the agent’s behavior was not perceived as more natural in C1 than in C2. Thus, H1 could not be confirmed. However, we got evidence for the validity of H2. Users had a stronger feeling of interacting with a computer (rather than with a real person) in C2 ($M = 3.62$) than in C1 ($M = 2.88$), $T = 4$, $p < .05$, $r = -.44$. These results are also in line with Garau and colleagues [7] who found that the eye gaze of an avatar following the flow of a conversation leads to a higher amount of co-presence. Surprisingly, we did not find any significant differences when asking the participants whether they had the impression the virtual agent was aware of their presence and observing them. Furthermore, the participants did not rate the agent’s perceptive capabilities in C1 significantly different than in C2. As a reason, we assume that participants were not always able to validate whether the agent’s instructions were correct. Indeed, some participants stated during short post-hoc interviews that even when they felt the feedback was odd, their personal insecurity in this situation caused them to accept the statement of the virtual agent and drop their own assessment of the distance. H4 has been partially confirmed. The participants’ sensation of being in the same space did not significantly differ in the two conditions. Also they did not have a stronger impression they could touch the agent in C1 than in C2. However, they felt that the agent was more connected to the physical space in C1 than it was in C2. They indicated that the virtual agent was more in the same environment as the real objects in C1 ($M = 3.63$) than in C2 ($M = 3.06$), $T = 5$, $p < .05$, $r = -.44$. Further, the tests yielded that the virtual agent was more able to touch the real object in C1 ($M = 2.94$) than in C2 ($M = 2.25$), $T = 2.5$, $p < .05$, $r = -.39$. The results are illustrated in Figure 3.

Conclusion
In this paper we presented a system which immerses the user’s whole body in an AR environment enabling intuitive interaction with a virtual agent. Using an evaluation with 16 users, we found that the virtual agent’s increased awareness of the user’s body enabled by the MoCap component does impact the user’s sense of spatial presence, in particular, the perception that the agent had access to the real environment. Additionally, when using the more accurate gaze behaviors, the users also rated the interaction with the virtual agent as more human-like. Surprisingly, we were not able to find significant differences regarding the perceived awareness of the agent nor did we measure any impact on the believability of the agent as a real person. Overall, we were able to confirm two (one fully and one partially) out of our four initial
hypotheses.

As part of our future work we plan to extend the complexity of the scenario to include additional virtual agents and objects. Furthermore, we are looking into developing new full body interaction modalities and measure their effect on the AR experience. For example, the MoCap data can be fed into a gesture or posture recognizer [9] to react to specific user behaviors or it can be used directly for precise object manipulation. Various expressivity features of the user’s movements, such as fluidity, energy, spatial extent or overall activation [3], can also be computed in real time to give an insight into the user’s affective state. A future vision of such interaction modalities is presented in the annexed video.
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